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Abstract The management of imprecise information in logic programs becomes
important whenever the real world information to be represented is of an imperfect
nature and the classical crisp true, false approximation is not adequate. In this work,
we consider normal logic programs over complete lattices, where computable truth
combination functions may appear in the rule bodies to manipulate truth values and
we will provide a top-down query answering procedure.
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1 Introduction

The management of uncertainty and/or vagueness within deduction systems is an
important issue whenever the real world information to be represented is of an
imperfect nature. In logic programming, the problem has attracted the attention
of many researchers and numerous frameworks have been proposed. Essentially,
they differ in the underlying notion of uncertainty theory and vagueness theory
(Probability theory, Fuzzy set theory, Multi-valued logic, Possibilistic logic) and
how uncertainty/imprecision values, associated to rules and facts, are managed (see
Section 5).
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Under “uncertainty theory” fall all those approaches in which statements rather
than being either true or false, are true or false to some probability or possibil-
ity/necessity, while under “vagueness theory” fall all those approaches in which
statements are true to some degree which is taken from a truth space (see [40] for
a clarification between the notions of uncertainty and imprecision). In this work we
deal with vagueness and, thus, statements have a degree of truth.

However, very few proposals provide, in a many-valued setting, both non-
monotonic reasoning and a top-down query answering procedure (e.g. [126, 129]).

In this paper, we consider a general framework for normal logic programs with
many-valued well-founded semantics, as described in [126, 129]. The truth-space is a
complete lattice and rules and facts have the very general form

A ← f (B1, ..., Bn) ,

where f is an n-ary computable function over lattices and Bi are atoms. Each rule
may have a different f . Computationally, given an assignment I of values to the Bi,
the value of A is computed by stating that A is at least as true as f (I(B1), ..., I(Bn)).
The form of the rules is sufficiently expressive to encompass most approaches to
many-valued normal logic programming.

We point out that [126, 129] provide a top-down query answering procedure in
this logic. However they require the grounding of the logic program. Furthermore,
queries are ground atoms only. This approach is clearly not satisfactory as the size of
the grounded instance of a logic program as well as the number of query instances of
a query may be large and generally exponential with respect to the size of the non-
ground expressions. We instead provide here a query answering procedure, which
avoids the grounding of the program. We present a simple, yet general tabulation-
like top-down query answering procedure, which focuses on computing all answers
of a query. A distinguishing feature of our query answering procedure is that we
do not determine all answers by discovering all proofs, but rather apply a variant of
so-called memoing techniques developed for classical logic programming—e.g. [144]
for an overview. Essentially, the basic idea of our procedure is to collect, during
the computation, all correct answers incrementally together in a similar way as it
is done for classical Datalog [8, 136, 144]. Hence, for instance, we do not rely on
any notion of atom unification, but rather iteratively access relational tables using
relational algebra.

In the remaining, we proceed as follows. In the following section, we give basic
definitions about our formalism. In Section 3, we define the intended semantics
of normal logic programs. In Section 4 we present a top-down query answering
procedure, while Section 6 concludes and addresses future directions of work.

2 Preliminaries

A truth lattice is a complete lattice L = 〈L, �〉, with L a countable set of truth
values, bottom ⊥, top element �, meet ∧ and join ∨. We also assume that L has
a negation ¬ that reverses the � ordering and verifies ¬¬x = x. In L = 〈L,�〉, a
function g : L → L is monotone if ∀x, y ∈ L, x � y implies g(x) � g(y). A fixed-point
of g is an element x ∈ L such that g(x) = x. The basic tool for studying fixed-points
of functions on lattices is the well-known Knaster-Tarski theorem [134]. Let g be a
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monotone function on a complete lattice 〈L, �〉. Then g has a fixed-point, the set of
fixed-points of f is a complete lattice and, thus, g has a least fixed-point. The least
fixed-point of g can be obtained by iterating g over ⊥, i.e. is the limit of the non-
decreasing sequence y0, . . . , yi, yi+1, . . . , yλ, . . . , where for a successor ordinal i ≥ 0,
y0 = ⊥, yi+1 = g(yi), while for a limit ordinal λ, yλ = lub{yi : i < λ}. We denote the
least fixed-point by lfp(g). For ease of exposition, we will specify the initial condition
y0 and the next iteration step yi+1 only, while the condition on the limit is implicit.

Let F be a family of continuous n-ary functions f : Ln → L. That is (for n = 1), for
any monotone chain x0, x1, . . . of values in L, f (∨ixi) = ∨i f (xi). The n-ary case n > 1
is similar. We assume that the standard functions ∧ (meet) and ∨ (join) belong to F .
Notably, ∧ and ∨ are both continuous. We call f ∈ F a truth combination function,
or simply combination function.

A term, denoted t, is either a variable or a constant symbol. An atom, denoted
A, is an expression of the form p(t1, . . . , tn), where p is an n-ary predicate symbol
and all tis are terms. A literal, L, is of the form A or ¬A, where A is an atom. A
formula, ϕ, is an expression built up from the atoms, the truth values c ∈ L of the
lattice and the functions f ∈ F . The members of the lattice may appear in a formula,
as well as functions f ∈ F : e.g. in L[0,1]∩Q, the expression min(p, q) · max(¬r, 0.7) + v

is a formula ϕ, where p, q, r and v are atoms. The intuition here is that the truth
value of the formula min(p, q) · max(¬r, 0.7) + v is obtained by determining the truth
value of p, q, r and v and then by applying the arithmetic functions, min, max, 1− and
product · to determine the value of ϕ. Note that for ease of exposition, we will use the
symbol min both at the syntactic level, writing min(p, q), as well as in its interpretation
(e.g., I(min(p, q)) = min(I(p), I(q)), where I is an interpretation) with obvious
meaning. A rule is of the form A ← ϕ, where A is an atom and ϕ is a formula. The
atom A is called the head, and the formula ϕ is called the body. A normal logic
program, denoted P , is a finite set of rules. The Herbrand universe HP of P is the
set of constants appearing in P . If there is no constant symbol in P then consider
HP = {a}, where a is an arbitrary chosen constant. The Herbrand base BP of P is
the set of ground instantiations of atoms appearing in P (ground instantiations are
obtained by replacing all variable symbols with constants of the Herbrand universe).

Given P , the normal logic program P∗ is constructed as follows:

1. set P∗ to the set of all ground instantiations of rules in P ;
2. if an atom A is not the head of any rule in P∗, then add the rule A ← f to P∗ (it

is a standard practice in logic programming to consider such atoms as false);
3. replace several rules in P∗ having same head, A ← ϕ1, A ← ϕ2, . . . with A ←

ϕ1 ∨ ϕ2 ∨ . . . (recall that ∨ is the join operator of the truth lattice in infix
notation).

Note that in P∗, each atom appears in the head of exactly one rule.
An interpretation I of a program P is a function that assigns to all atoms of the

Herbrand base of P a value in L. In logic programming, the intended model is usually
the least model of P w.r.t. �.1 Unfortunately, the introduction of negation may have
the consequence that some logic programs do not have a unique minimal model.

1� is extended to the set of interpretations as follows: I � J iff for all atoms A, I(A) � J(A).
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Example 1 Consider the truth lattice L[0,1] and the program P

p ← max(¬q, r)
q ← max(¬p, s)
r ← max(0.3, min(s, 0.6))

s ← s

Informally, an interpretation I is a model of the program if it satisfies every rule,
while I satisfies a rule X ← Y if I(X) � I(Y).2 Thus, concerning the value of s in
the above program, we only know that it has to be greater than itself. It follows
that the value of s is 0 in any minimal model of P . Concerning the value of r, it
follows that the value of r is 0.3 in any minimal model of P . Then, any model I of this
program is such that I(r) � I(p), I(s) � I(q), I(q) ≥ 1 − I(p). Consequently, there
are an infinite number of minimal models such that I(q) = 1 − I(p) and 0.3 � I(p).

Concerning the previous example we may note that the truth of p in the minimal
models is in the interval [0.3, 1], while for q the interval is [0, 0.7].

The semantics we consider is to provide these intervals as an approximation to the
truth of the atoms A and B. A well-known approach is to rely on L × L (see [42–
44, 46]). Any element of L × L is denoted by [a; b ] and interpreted as an interval
on L, i.e. [a; b ] is interpreted as the set of elements x ∈ L such that a � x � b . For
instance, turning back to Example 1 above, in the intended model of P , the truth of
p is “approximated” with [0.3; 1], i.e. the truth of p lies in between 0.3 and 1 (similarly
for q).

Formally, given a complete lattice L = 〈L, �〉, we construct a so-called bilattice
over L × L, according to a well-known construction method (see [42, 48]). We recall
that a bilattice is a triple 〈B,�t,�k〉, where B is a nonempty set and �t, �k are both
partial orderings giving to B the structure of a lattice with a top and a bottom [48].
We consider B = L × L with the following orderings:

1. the truth ordering �t, where [a1; b 1] �t [a2; b 2] iff a1 � a2 and b 1 � b 2; and
2. the knowledge ordering �k, where [a1; b 1] �k [a2; b 2] iff a1 � a2 and b 2 � b 1,

i.e. [a1, b 1] ⊇ [a2, b 2].
The intuition of those orders is that truth increases if the interval contains greater
values (e.g. [0.1; 0.4] �t [0.2; 0.5]), whereas the knowledge increases when the in-
terval (i.e. in our case the approximation of a truth value) becomes more precise
(e.g. [0.1; 0.4] �k [0.2; 0.3], i.e. we have more knowledge).

The least and greatest elements of L × L are respectively:

• f = [⊥; ⊥] (false) and t = [�; �] (true), w.r.t. �t;
• ⊥ = [⊥; �] (unknown – the less precise interval, i.e. the atom’s truth value is

unknown) and � = [�; ⊥] (inconsistent – the empty interval) w.r.t. �k.

The meet (∧,⊗), join (∨,⊕) and negation (¬) on L × L w.r.t. both orderings are
defined by extending the meet, join and negation from L to L × L in the natural
way: let [a1; b 1], [a2; b 2] ∈ L × L, then

2Roughly, X ← Y dictates that “X should be at least as true as Y.
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Meet and join on �t: [a1; b 1]∧[a2; b 2]=[a1∧a2; b 1∧b 2] and [a1; b 1] ∨ [a2; b 2] =
[a1 ∨ a2; b 1 ∨ b 2];

Meet and join on �k: [a1; b 1]⊗[a2; b 2]=[a1∧a2; b 1 ∨ b 2] and [a1; b 1] ⊕ [a2; b 2] =
[a1 ∨ a2; b 1 ∧ b 2];

Negation: ¬[a; b ] = [¬b ; ¬a].

Example 2 For instance, taking L[0,1],

• [0.1; 0.4] ∨ [0.2; 0.5] = [0.2; 0.5],
• [0.1; 0.4] ∧ [0.2; 0.5] = [0.1; 0.4],
• [0.1; 0.4] ⊕ [0.2; 0.5] = [0.2; 0.4],
• [0.1; 0.4] ⊗[0.2; 0.5] = [0.1; 0.5] and
• ¬[0.1; 0.4] = [0.6; 0.9].

Finally, we extend the functions f ∈ F over L pointwise to L × L: for f ∈ F and
[a1; b 1], [a2; b 2] ∈ L × L:

f ([a1; b 1], [a2; b 2]) = [ f (a1, a2); f (b 1, b 2)] .

It is easy to verify that these extended functions preserve the original properties of
functions f ∈ F . The following theorem can easily be shown.

Theorem 1 Consider L × L with the orderings �t and �k. Then, the combination
functions ∧,∨,⊗, ⊕ are continuous (and, thus, monotonic) w.r.t. �t and �k; any
negation function is monotonic w.r.t. �k; and if the negation function satisfies the
De Morgan laws, i.e. ∀a, b ∈ L.¬(a ∨ b) = ¬a ∧ ¬b then the negation function is
continuous w.r.t. �k.

We now define the notion of approximate interpretations.

Definition 1 (Approximate interpretation, CP) Let P be a program. An approximate
interpretation of P is a total function I from the Herbrand base BP to the set L × L.
The set of all the approximate interpretations of P , is denoted CP.

Intuitively, assigning the logical value [a; b ] to an atom A means that the exact truth
value of A lies in between a and b with respect to �. Our goal will be to determine,
for each atom of the Herbrand base of P the most precise interval that can be
inferred.

We use If and I⊥ to denote the bottom interpretations under �t and �k

respectively (they map any atom into f and ⊥, respectively).
First, we extend the two orderings on L × L to the set of approximate interpreta-

tions CP in the usual way: let I1 and I2 be in CP, then

1. I1 �t I2 iff I1(A) �t I2(A), for all ground atoms A; and
2. I1 �k I2 iff I1(A) �k I2(A), for all ground atoms A.

Under these two orderings CP becomes a complete bilattice. The meet and join
operations over L × L for both orderings are extended to CP in the usual way (e.g. for
any atom A, (I ⊕ J)(A) = I(A) ⊕ J(A)). Negation is extended similarly, for any
atom A, ¬I(A) = I(¬A), and approximate interpretations are extended to elements
of L, for any α ∈ L, I(α) = [α; α].
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We now identify the models of a program.

Definition 2 (Models of a logic program) Let P be a program and let I be an
approximate interpretation of P . An interpretation I is a model of a logic program P ,
denoted I |= P , iff for the unique rule involving A, A ← ϕ ∈ P∗, I(A) = I(ϕ) holds.

Note that usually a model has to satisfy I(ϕ) �t I(A) only, i.e. A ← ϕ ∈ P∗
specifies the necessary condition on A, “A is at least as true as ϕ”. But, as A ←
ϕ ∈ P∗ is the unique rule with head A, the constraint becomes also sufficient (see
e.g. [43]).

Third, models of a program are usually also characterized in term of fixed-points
of an immediate consequence operator that is used to infer knowledge from the
program.

Definition 3 (TP) Let P be any program. The immediate consequence operator TP
is a mapping from CP to CP , defined as follows: for every interpretation I, for every
ground atom A, for A ← ϕ ∈ P∗

TP (I)(A) = I(ϕ) .

Theorem 2 An interpretation I is a model of P iff I is a fixed-point of TP .

Note that by definition of P∗ it follows that if an atom A does not appear as the
head of a rule, then TP (I)(A) = f.

We have the following Theorem.

Theorem 3 For any program P , TP is monotonic and, if the De Morgan laws hold,
continuous w.r.t. �k.

Note If we restrict our attention to Datalog with negation, then we have to deal with
four values [ f ; f ], [t; t], [ f ; t] and [t; f ] that correspond to the truth values false, true,
unknown and inconsistent, respectively. Then, our interval bilattice coincides with
Belnap’s logic [10], the notions of satisfaction and model coincide with the classical
ones, and our operator TP reduces to the usual immediate consequence operator �

defined by Fitting [44].

3 Intended semantics of normal logic programs

We next identify the approximate Kripke-Kleene model and the well-founded model
of LPs, by adapting [80] to our case.

Approximate Kripke-Kleene Model [44] The weakest semantics of a normal logic
program is the least model of the program w.r.t. the knowledge ordering: the
approximate Kripke-Kleene model of a logic program P , denoted KKP , is the �k-
least model of P . By Theorem 3, that model always exists and coincides with the least
fixed-point of TP with respect to �k. For ease of presentation, we may represent an
interpretation also as a set of expressions of the form A : [x; y], where A is a ground
atom, indicating that I(A) = [x; y].
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Example 3 The following sequence of interpretations I0, I1, I2 shows how the ap-
proximate Kripke-Kleene model of Example 1 is computed as the iterated fixed-
point of TP , starting from I0 = I⊥, the �k minimal interpretation that maps any
A ∈ BP to [⊥; �], and In+1 = TP (In) (note that Ii �k Ii+1):

I0 = {p : [0; 1], q : [0; 1], r : [0; 1], s : [0; 1]},

I1 = {p : [0; 1], q : [0; 1], r : [0.3; 0.6], s : [0; 1]},

I2 = {p : [0.3; 1], q : [0; 1], r : [0.3; 0.6], s : [0; 1]},

I3 = I2

= KKP .

Note that KKP is minimal w.r.t. �k and contains only the knowledge provided by P ,
the truth values of q and w lie between 0 and 1, i.e. are unknown, the truth value of
p is greater than 0.3 and the truth value of r lies between 0.3 and 0.6.

As well known, the approximate Kripke-Kleene model is usually considered as
too weak. In the following, we propose to consider the Closed World Assumption
(CWA) [105] to complete our knowledge (the CWA assumes that all atoms whose
value cannot be inferred from the program are false by default). As we will see in
the next section, the CWA also allows us to make the truth interval of an atom more
precise.

The CWA as a Source of falsehood [80] We recall here the notion of support,
introduced in [80], which is equivalent to [42], of a program w.r.t. an interpretation.
Given a program P and an interpretation I that represents our current knowledge,
the support of P w.r.t. I, denoted sP (I), determines in a principled way how much
false knowledge, i.e. how much knowledge provided by the CWA, can “safely”
be joined to I w.r.t. the program P . Roughly speaking, a part of the CWA is an
interpretation J such that J �k If, where If maps any A ∈ BP to [⊥; ⊥], and we
consider that such an interpretation can be safely added to I if J �k TP (I ⊕ J), i.e. if
J does not contradict the knowledge represented by P and I. Intuitively, a part of
the CWA represents an assumption on the falsehood of the atoms. That assumption
should be used to increase our knowledge. To this end, it should be added (using
⊕) to our current knowledge I to provide more precise approximations of the truth
values assigned to each atom. Of course, some care should be taken in order to avoid
the introduction of inconsistent knowledge. Thus we propose to test if adding such
an assumption to our knowledge is safe, i.e. if the activation of the rules through TP
on the interpretation obtained by adding J to I does not contradict the knowledge
that we have assumed (J �k TP (I ⊕ J)). This is formalized as follows.

Definition 4 (safe part) An interpretation J is a safe part of the CWA w.r.t. a
program P and an interpretation I iff

1. J is a part of the CWA, i.e. J �k If, and
2. J is safe w.r.t. P and I, i.e. J �k TP (I ⊕ J).
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Of course, the CWA should be used to complete as much as possible our current
knowledge. Thus, we are especially interested in the maximal, safe part of the CWA.

Definition 5 (support) The support of a program P w.r.t. an interpretation I, denoted
sP (I), is the maximal safe part of the CWA w.r.t. a program P and an interpretation
I w.r.t. �k, i.e. it is the maximal interpretation J w.r.t. �k such that J �k If and
J �k TP (I ⊕ J).

It is easy to verify (see [80]) that

sP (I) =
⊕

{J | J �k If and J �k TP (I ⊕ J)} .

The following theorem provides an algorithm for computing the support.

Theorem 4 ([80]) sP (I) coincides with the iterated fixed-point of the function FP,I

beginning the computation with If, where

FP,I(J) = If ⊗ TP (I ⊕ J) .

From Theorems 1 and 3, it can be shown that FP,I is monotone and, if the De
Morgan laws hold, continuous w.r.t. �k. It follows that the iteration of the function
FP,I starting from If decreases w.r.t. �k.

We will refer to sP as the closed world operator.

Corollary 1 Let P be a program. The closed world operator sP is monotone and, if
the De Morgan laws hold, continuous w.r.t. the knowledge order �k.

Example 4 The following sequence of interpretations J0, J1, J2 shows the compu-
tation of sP (KKP ), i.e. the additional knowledge that can be considered using the
CWA on the Kripke-Kleene semantics KKP of Example 1 (I = KKP , J0 = If and
Jn+1 = FP,I(Jn)):

J0 = {p : [0; 0], q : [0; 0], r : [0; 0], s : [0; 0]},

J1 = {p : [0; 1], q : [0; 0.7], r : [0; 0.3], s : [0; 0]},

J2 = J1

= sP (KKP )

sP (KKP ) asserts that, according to the CWA and w.r.t. P and KKP , the truth of
q and r should be respectively at most 0.7 and 0.3, while the truth of s should be
exactly 0. Please, note how the support provides some more precise information
about the atoms q, r and s with respect to the Kripke-Kleene semantics provided
at the beginning of this section, but leaves p invariant.

Classical setting A well-known way for extracting falsehood using the CWA was
defined in the classical setting through the notion of unfounded set [138]. We recall
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that a set U of atoms is unfounded w.r.t. a Datalog program P and an interpretation
I iff for all A in U ,

• for A ← ϕ ∈ P∗ (note that ϕ = ϕ1 ∨ . . . ∨ ϕn and ϕi = Li1 ∧ . . . ∧ Lin ), ϕi is false
either w.r.t. I or w.r.t. ¬.U , for all 1 ≤ i ≤ n.3

It is easy to prove that (see [80]), in the classical setting:

Theorem 5 ([80]) Let P and I be a classical logic program and a classical interpreta-
tion, respectively. Let U be a subset of BP .

1. A set U is unfounded w.r.t. P and I iff ¬.U is a safe part of the CWA w.r.t. P
and I;4

2. A set U is the greatest unfounded w.r.t. P and I iff ¬.U is the support of the CWA
w.r.t. P and I, i.e. sP (I) = ¬.UP (I).

Approximate Well-Founded Model We have now two ways to infer information
from a program P and an approximate interpretation I: using TP and using sP .
To maximize the knowledge derived from P and the CWA, we consider the family
of models that already contain their own support. In that family of models, we are
particularly interested in the least one w.r.t. �k.

Definition 6 (Model supported by the CWA) An interpretation I is a model of a
program P supported by the CWA iff I |= P and sP (I) �k I. The approximate well-
founded model of a program P , denoted WP , is the least model of P supported by
the CWA w.r.t. �k, i.e. the �k-least model of P such that I |= P and sP (I) �k I.

If we consider the definition of support in the classical setting, then supported models
are classical models of classical logic programs such that ¬.UP (I) ⊆ I, i.e. the false
atoms provided by the greatest unfounded set are already false in the interpretation
I. That is, CWA does not further contribute improving I’s knowledge about the
program P . It is interesting to note how the above definition is nothing else than
a generalization from the classical setting to lattices of the notion of well-founded
model. Indeed, in [69] it is shown that the well-founded model is the least model
satisfying ¬.UP (I) ⊆ I.

Example 5 Consider the logic program P with the following rules.

q(x) ← q(x) ∨ ¬r(x)

p(x) ← p(x)

r(a) ← t
r(b) ← f

In Table 1 we report the approximate Kripke-Kleene and well-founded model of P ,
marked by bullets.

3The interpretation ¬.U is defined by: for all A, if A ∈ U then ¬.U(A) = f else ¬.U(A) = u.
4Note that this condition can be rewritten as ¬.U ⊆ TP (I ∪ ¬.U).
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Example 6 Consider L[0,1] and the bilattice of intervals build from it. Consider the
following logic program:

P = p(x) ← p(x) ∨ q(x)

q(x) ← (¬r(x) ∧ p(x)) ∨ s(x)

r(x) ← ¬q(x) ∨ t(x)

s(a) ← [0.3; 0.5]
t(a) ← [0.2; 0.4]
s(b) ← t

e(b) ← f

Note that the approximated Kripke-Kleene model of P is such that

KKP ⊇ {p(a) : [0.3; 1], q(a) : [0.3; 0.8], r(a) : [0.2; 0.7], p(b) : t, q(b) : t, r(b) : f},

while the approximated well-founded model is such that

WP ⊇ {p(a) : [0.3; 0.5], q(a) : [0.3; 0.5], r(a) : [0.5; 0.7], p(b) : t, b(b) : t, r(b) : f} .

Notice that KKP �k W FP , as expected.

Now we provide a fixed-point characterization and, thus, a way of computation
of the approximate well-founded semantics. It is based on an operator, called
approximate well-founded operator, that combines the two operators that have been
defined above.

Definition 7 (AWP) Let P be a program. The approximate well-founded operator,
denoted AWP , takes in input an approximate interpretation I ∈ CP and returns
AWP (I) ∈ CP defined by

AWP (I) = TP (I ⊕ sP (I)) .

Note that for A ← ϕ ∈ P∗,

(I ⊕ sP (I))(ϕ) = I(ϕ) ⊕ sP (I)(ϕ)

holds and, thus, we can rewrite the AWP operator as

AWP (I) = TP (I) ⊕ sP (I) . (1)

Theorem 6 ([80]) Let P be a program. An interpretation I is a fixed-point AWP iff I
is a model of P supported by the CWA.
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Using the properties of monotonicity and continuity of TP and sP w.r.t. the
knowledge order �k over CP, from the fact that CP is a complete lattice w.r.t. �k,
by the well-known Knaster-Tarski theorem [134], it follows that:

Theorem 7 Let P be a program. The approximate well-founded operator AWP is
monotone and, if the De Morgan laws hold, continuous w.r.t. the knowledge order �k.
Therefore, AWP has a least fixed-point w.r.t. the knowledge order �k. Moreover that
least fixed-point coincides with the approximate well-founded semantics WP of P .

It is illustrative to recall, as in [80], the way our definition of approximate well-
founded semantics generalizes the classical setting (using Eq. 1) to logic programs
over lattices, where arbitrary, continuous truth combination functions are allowed to
occur in the rule body.

I is the well-founded semantics of P

Classical logic {f,⊥,t} Interval bilattices

�k-least I s.t. I = WP (I) = TP (I) ∪ ¬.UP (I) I = AWP (I) = TP (I) ⊕ sP (I)

�k-least model I s.t. ¬.UP (I) ⊆ I sP (I) �k I

Hence, the support may be seen as the added-value to the approximate Kripke-
Kleene semantics and evidences the role of CWA in the approximate well-founded
semantics.

Example 7 The following sequence of interpretations shows the computation of WP
of Example 1 (I0 = I⊥ and In+1 = AWP (In)).

I0 = {p : [0; 1], q : [0; 1], r : [0; 1], s : [0; 1]}
sP (I0) = {p : [0; 1], q : [0; 1], r : [0; 0.3], s : [0; 0]}

I1 = {p : [0; 1], q : [0; 1], r : [0.3; 0.3], s : [0; 0]}
sP (I1) = {p : [0; 1], q : [0; 1], r : [0; 0.3], s : [0; 0]}

I2 = {p : [0.3; 1], q : [0; 1], r : [0.3; 0.3], s : [0; 0]}
sP (I2) = {p : [0; 1], q : [0; 0.7], r : [0; 0.3], s : [0; 0]}

I3 = {p : [0.3; 1], q : [0; 0.7], r : [0.3; 0.3], s : [0; 0]}
sP (I3) = {p : [0; 1], q : [0; 0.7], r : [0; 0.3], s : [0; 0]}

I4 = I3

= WP

The truth of r and s are respectively 0.3 and 0, while the truth of p and q can only
be approximated respectively with [0.3; 1] and [0; 0.7]. Note that, at each step i,
the support sP (Ii) provided by the CWA to P and Ii represents some knowledge
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that can be used to complete Ii. Also note that KKP �k WP , i.e. the approximate
well-founded model contains more knowledge than the approximate Kripke-Kleene
model (see Example 3)

KKP = {p : [0.3; 1], q : [0; 1], r : [0.3; 0.6], w : [0; 1]} .

Note also that the only difference between these semantics comes from the use of the
support as a supplementary way to infer knowledge in the computation of WP .

The approximate Kripke-Kleene model is completed with some default knowl-
edge from the CWA, namely sP (I3) = sP (KKP ) (see below), to obtain the approxi-
mate well-founded model. Indeed, to stress that role of the support, and thus of the
CWA, note that, in our example (see Example 4 for the computation of the support
sP (KKP )),

WP = KKP ⊕ sP (KKP ) ,

i.e. that the approximate well-founded model of P coincides with the Kripke-Kleene
model of P completed with its support.

It is easily be verified that in case of logic programs without negation, no
approximation arises related to the atom’s truth.

Theorem 8 If we restrict our attention to logic programs without negation, then for any
program P the approximate well-founded semantics WP assigns exact values (i.e. of
the form [c; c]) to all atoms.

4 Top-down query answering

A query is an atom ?Q (query atom) of the form q(x), intended as a question about
the truth degree of all the instances of Q in the intended model of P . We also allow
a query to be a set {?Q1, . . . , ?Qn} of query atoms. In that latter case we ask about
the truth degree of all instances of the atoms Qi in the intended model.

The procedure we devise in this paper is a generalization of the procedures
presented in [126, 129]. We anticipate that the main reason why the procedures
in [126, 129] are not suitable to be used for computing all answers to a query ?Q,
given P , is that

• Straccia [126, 129] rely on P ’s grounded version P∗, which may be rather huge
(exponential with respect to |P |, in general) in applications with many facts;

• Straccia [126, 129] answer ground queries only. Strictly speaking, [126, 129] can
compute all answers of a query atom q(x) by submitting as query the set of all
ground instances q(c). This is clearly not feasible if the Herbrand universe is
large.

In the following, we make the following assumptions. We assume the lattice we will
deal with is finite. From a practical point of view this is a limitation we can live with,
especially taking into account that computers have finite resources, and thus, only a
finite set of truth degrees can be represented. In particular, this includes also the usual
case were we use the rational numbers in [0, 1] ∩ Q under a given fixed precision
p of numbers a computer can work with. This will guarantee the termination of
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our procedures (otherwise the termination after a finite number of steps cannot be
guaranteed always).

Furthermore, we assume that a logic program P is made out of an extensional data-
base (EDB), PE, and an intensional database (IDB), PI . The extensional database is
a set of facts of the form

r(c1, . . . , cn) ← b ,

where r(c1, . . . , cn) is a ground atom and b is a truth interval in L × L. For conve-
nience, for each n-ary extensional predicate r, we represent the facts r(c1, . . . , cn) ←
b in P by means of a relational n + 1-ary table tabr, containing the records
〈c1, . . . , cn, b〉. Thus, the table contains all the instances of r together with their
degrees. Without loss of generality, we assume that there cannot be two records
〈c1, . . . , cn, b 1〉 and 〈c1, . . . , cn, b 2〉 in tabr with b 1 �= b 2.

The intensional database is a set of rules for the form

p(x) ← ϕ(x, y) (2)

in which the predicates occurring in the extensional database (called extensional
predicates) do not occur in the head of rules of the intensional database. Essentially,
we do not allow that the fact predicates occurring in PE can be redefined by PI . We
also assume that the intensional predicate symbol p occurs in the head of at most one
rule in the intensional database. Due to the expressiveness of rule bodies, it is not
difficult to see that, possibly defining an equality predicate Eq(x, y), logic programs
can be put into this form.

For an atom A of the form p(x), an answer for p is a pair 〈θ, b〉, where θ = {x/c}
is a substitution of the variables x in p(x) with the constants in c and b ∈ L × L is
a truth interval. We say that the answer 〈θ, b〉 is correct for p with respect to the
intended model I of P iff I(p(c)) = b . That is, by substituting the variables in x using
θ , the evaluation of the query in the intended model is b . An answer set for p is a set
of answers for p. Of course, our goal is to determine the set of all correct answers
for the query ?Q. For a given n-ary predicate p and a set of answers �p of p, for
convenience we represent �p as an n + 1-ary table tab�p , containing the records
〈c1, . . . , cn, b〉.

Given two answers δ1 = 〈θ, b 1〉 and δ2 = 〈θ, b 2〉 for the same atom P, we define
δ1 �k δ2 (δ1 �k δ2) iff b 1 �k b 2 (b 1 �k b 2). We write δ1 ≺k δ2 (δ1 �k δ2) iff b 1 ≺k

b 2 (b 1 �k b 2). If �1
p and �2

p are two sets of answers for p, we write �1
p �k �2

p

(�1
p �k �2

p) iff for all δ1 ∈ �1
p there is δ2 ∈ �2

p such that δ1 �k δ2 (δ1 �k δ2). We write
�1

p ≺k �2
p (�1

p �k �2
p) iff �1

p �k �2
p (�1

p �k �2
p) and there is δ2 ∈ �2

p such that for
no δ1 ∈ �1

p, δ2 �k δ1 (δ2 �k δ1) holds.
We present now our top-down tabling like procedure tailored to compute all cor-

rect answer of a query ?Q in the intended model. The basic idea of our procedure is
to try to collect, during the computation, all correct answers incrementally together.
The procedure can be related to the so-called memoing techniques (tabling/magic
sets) developed for classical logic programming –see e.g. [144] for an overview.

At first, consider a general rule of the form p(x) ← ϕ(x, y). We note that ϕ(x, y)

depends on a computable function f and the predicates p1, . . . , pk, which occur in
the rule body ϕ(x, y). Assume that �p1 , . . . , �pk are the answers collected so far for
the predicates p1, . . . , pk. Let us consider a procedure eval(p,�p1 , . . . , �pk), which
computes the set of answers 〈{x/c}, b〉 of p, by evaluating the body ϕ(x, y) over the
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data provided by �p1 , . . . , �pk . Formally, let I be an interpretation restricted to the
predicates p1, . . . , pk and tuples such that for all ni-ary predicates pi,

I(pi(c)) =
⎧
⎨

⎩

b , if 〈c, b〉 ∈ tab�pi

f if pi is an extensional predicate and 〈c, b〉 �∈ tab�pi⊥ otherwise .

The intuition in the definition above is that to an atom pi(c) we assign the current
truth value if this truth value is known. Otherwise, we assign to it the default truth,
which is f (if pi is an extensional predicate). Then

eval(p,�p1 , . . . , �pk) = {〈{x/c}, b〉 | b =
∨

c′
I(ϕ(c, c′)), b �= ⊥} , (3)

where c′ is a tuple of constants occurring in
⋃

i �pi . We omit to report the tuple whose
degree is ⊥. The disjunction

∨
c′ is required as the free variables y in ϕ(x, y) may be

seen as existentially quantified.

Example 8 Consider P = {p(x) ← q(x, y), q(a, b) ← f, q(a, c) ← t}. Assume �q =
{〈(a, b),f〉, 〈(a, c),t〉}. Then eval(p,�q) = {〈a,t〉}, which amounts to evaluate
q(a, b) ∨ q(a, c).

We are not going to further investigate the implementation details of the
eval(p,�p1 , . . . , �pk) procedure, though it has to be carefully written to minimize
the number of table look-ups and relational algebraic operations such as joins. It
can be obtained by means of a combination of SQL statements over the tables and
the application of the truth combination functions occurring in the rule body of p.
We point out that eval(p,�p1 , . . . , �pk) can also be seen as a query to a database
made out by the relations tab�p1

, . . . , tab�pk
and that any successive evaluation step

corresponds to the execution of the same query over an updated database. We refer
the reader to e.g. [37, 38, 70] concerning the problem of repeatedly evaluating the
same query to a database that is being updated between successive query requests.
In this situation, it may be possible to use the difference between successive database
states and the answer to the query in one state to reduce the cost of evaluating the
query in the next state.

4.1 Query answering: approximate Kripke-Kleene semantics

We start showing how to compute all answers with respect to the Kripke-Kleene
semantics, i.e. the �k-least fixed-point of TP . The procedure is detailed in Table 2
and is based on similar basic principles as [126, 129]. Assume, we are interested in
determining all correct answers of q(x) w.r.t. the Kripke-Kleene semantics. We call
the procedure with Answer(P, Q). We start with putting the predicate symbols q ∈
Q in the active list of predicate symbols A. At each iteration step (step 2) we select
a new predicate p from the queue A and evaluate it using the eval function with
respect to the answers gathered so far (steps 4 or 5). If the evaluation leads to a
better answer set for p (step 6), we update the current answer set v(p) and add all
predicates p′, whose rule body contains p (the parents of p), to the queue A, i.e. all
predicate symbols that might depend on p are put in the active set to be examined. At
some point (even if cyclic definitions are present) the active list will become empty
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Table 2 General top-down algorithm

Procedure Answer(P, Q)

Input: Logic program P , set Q of query predicate symbols;
Output: Mapping v containing all correct answers of predicates in Q w.r.t. lfp(TP )

1. A := Q, dg := Q, in := ∅, for all predicate symbols p in P do v(p) = ∅, exp(p) = false
2. while A �= ∅ do
3. select pi ∈ A, A := A \ {pi}, dg := dg ∪ s(pi)

4. if (pi extensional predicate) ∧ (v(pi) = ∅) then v(pi) := tab pi

5. if (pi intensional predicate) then �pi := eval(pi,v(pi1 ), ...,v(piki
))

6. if v(pi) ≺k �pi then v(pi) := �pi , A := A ∪ (p(pi) ∩ dg)

7. if not exp(pi) then exp(pi) = true, A := A ∪ (s(pi) \ in), in := in ∪ s(pi)

endwhile

and we have actually found all correct answers of q(x). The procedure in Table 2 uses
some auxiliary functions and data structures:

• for predicate symbol pi, s(pi) is the set of predicate symbols occurring in the rule
body of pi, i.e. the sons of pi;

• for predicate symbol pi, p(pi) = {pj : pi ∈ s(pj)}, i.e. the parents of pi;
• in step 5, pi1 , . . . , piki

are all predicate symbols occurring in the rule body of pi,
i.e. the sons s(pi) = {pi1 , . . . , piki

} of pi;
• the variable dg collects the predicate symbols that may influence the result of the

query predicates;
• the array variable exp traces the rule bodies that have been “expanded” (the

predicate symbols occurring in the rule body are put into the active list);
• the variable in keeps track of the predicate symbols that have been put into the

active list so far due to an expansion (to avoid, to put the same predicate symbol
multiple times in the active list due to rule body expansion).

Example 9 Consider Example 6. The computation of Answer(P, {p}) is shown in
Table 3, which also reports �pi and v(pi) at each iteration i. Each line is a sequence
of steps in the ‘while loop’. What is left unchanged is not reported. Answer(P, {p})
returns v(p) = {〈a, [0.3; 1]〉, 〈b , [1; 1]〉}, as expected.

From a computational point of view, the analysis is as in [126, 127, 129]. Given
L = 〈L × L,�k〉, let h(L) be the height of the truth-value set L, i.e. the length of the
longest strictly �k-increasing chain in L × L minus 1, where the length of a chain
v1, ..., vα, ... is the cardinal |{v1, ..., vα, ...}|. The cardinal of a set X is the least ordinal
α such that α and X are equipollent, i.e. there is a bijection from α to X. As made
clear before, the lattice is always finite and, thus, the height is finite as well. Now,
observe that the truth of any ground instance of predicate symbol pi is increasing in
the �k order as pi enters in the A list (step 6), except it enters due to step 7, which
may happen one time only. Hence, as for [126, 127, 129], we have that

Proposition 1 Let L, P and ?Q be a finite truth space, a logic program and a query,
respectively. If the computing cost of each truth combination function is bounded by
c and the height is bounded by h, then the worst-case complexity of the algorithm
Answer(P, Q) is O(|P∗|ch).
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Table 3 Execution related to
Example 9

We conclude by showing that the procedure Answer behaves correctly.

Proposition 2 Let L, P and ?Q be a finite truth space, a logic program and a query,
respectively. Then Answer(P, Q) returns the set of all correct answers of P with
respect to the predicates in Q and the Kripke-Kleene semantics.

Proof For each n-ary predicate p consider the unique rule p(x) ← ϕ(x, y) in P .
Therefore, for each tuple of constants c, there is an unique rule

p(c) ←
∨

c′
ϕ(c, c′) (4)

in P∗. Now, let I be the interpretation such that for all predicates p,

I(p(c)) =
{

v if 〈{x, c}, v〉 ∈ v(p)

KKP (p(c)) otherwise.

Consider p ∈ dg ⊇ Q and δ = 〈{x/c}, v〉 ∈ v(p). As the truth of p(c) is increasing
in the �k order during the computation, by definition of the eval function (3), after
stopping the truth v of the head p(c) evaluates exactly to the truth of the body of
rule (4), i.e. I(p(c)) = ∨

c′ I(ϕ(c, c′)) and, hence, I is a model of P . Also, it is easy
to show by induction on the number of iterations of step 2, that at each iteration
i of step 2, for 〈{x, c}, vi〉 ∈ v(p), where vi is the truth degree of p(c) computed at
the ith iteration so far, and p ∈ dg, we always have that vi �k KKP (p(c)). As a
consequence, as KKP is �k minimal, for each p ∈ dg ⊇ Q, for each δ = 〈{x/c}, v〉 ∈
v(p), I(p(c)) = KKP (p(c)) has to hold. Therefore, all computed answers of p ∈
dg ⊇ Q are correct answers.
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Vice-versa, suppose there is p ∈ Q such that 〈{x/c}, v〉 �∈ v(p), while KKP
(p(c)) �= ⊥. Then by construction of the eval function and definition of I, we can
show that ⊥ �= KKP (p(c)) = I(p(c)) = ∨

c′ I(ϕ(c, c′)) = ⊥, a contradiction. Hence,
all correct answers with non-⊥ value are retrieved.

4.2 Query answering: approximate well-founded semantics

As we have seen in Section 3, the approximate well-founded semantics of a logic
program P is the �k-least fixed-point of the operator

AWP (I) = TP (I ⊕ sP (I)) .

By Theorem 4, sP (I) coincides with the iterated fixed-point of the function FP,I

beginning the computation with If, where

FP,I(J) = If ⊗ TP (I ⊕ J) .

That is, sP (I) coincides with the limit of the �k decreasing sequence

J0 = If ,

Ji+1 = FP,I(Ji) = If ⊗ TP (I ⊕ Ji) .

As we already have a top-down query answering procedure related to TP , it suffices
to determine an analogue related to the support. In the following, we show how we
can slightly change the Answer procedure to compute the support. That is, we want
a top-down procedure that, for a set of atoms p(x), computes all answers 〈{x/c}, b〉
such that sP (p(c)) = b .

So, let Support(P, Q, I) be the procedure, which is as the Answer procedure
except that:

• Step 1 is replaced with
P := PI , A := Q, dg := Q, in := ∅,
for all predicate symbols p in P do v(p) = ∅, exp(p) = false

The logic program PI is obtained from P in the following way:

– for each intensional predicate p in P , replace the rule p(x) ← ϕ(x, y) in P
with the rule

p(x) ← f⊗ (I(pϕ)(x) ⊕ ϕ(x, y)) , (5)

where I(pϕ)(x) is a built-in predicate that given a substitution c for x, returns∨
c′ I(ϕ(c, c′)).

– for each extensional predicate r in P , replace the rule r(c) ← b in P with the
rule

r(c) ← f⊗ b . (6)
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We point out that the rules above are the result of applying FP,I to the support
sP (I) and to all rules:

sP (I)(p(c)) = [If ⊗ TP (I ⊕ sP (I))](p(c))
= f⊗ [I ⊕ sP (I)](∨c′ ϕ(c, c′))
= f⊗ (I(

∨
c′ ϕ(c, c′)) ⊕ sP (I)(

∨
c′ ϕ(c, c′)))

= f⊗ (
∨

c′ I(ϕ(c, c′)) ⊕ ∨
c′ sP (I)(ϕ(c, c′))) .

Since the above equation holds for all predicates p and all c, we get rule (5)
and (6). Build-in predicates do not count as sons and, thus, do not appear in the
A,s,p,v,in,dg variables.

• Step 6 is replaced with

if v(pi) �k �pi then v(pi) := �pi , A := A ∪ (p(pi) ∩ dg)

Essentially, in Step 6 we replace ≺k with �k. This modification is motivated by
the fact that during the computation of the support, �pi is now �k decreasing in
accordance with Theorem 4.

Example 10 Consider Example 5 and interpretation I2. We have seen that I2 is the
approximate well-founded model of P . We next want to show the computation of
Support(P, {q, r}, I2). We first determine PI2 . As predicate p does not play any role
in the computation, we report the modified rule for predicate q and r only. PI2 related
to q and r is

q(x) ← f⊗ (I2(qϕ)(x) ⊕ (q(x) ∨ ¬r(x)))

r(a) ← ⊥
r(b) ← f .

We recall that I2(qϕ)(a) = I2(q(a) ∨ ¬r(a)) = f, while I2(qϕ)(b) = t. Then, it can be
verified that (by a straightforward fixed-point computation iterating FP,I starting
with If) that the set of correct answers of predicate q, r of P w.r.t. sP (I2) are: �q =
{〈a,f〉},�r = {〈b ,f〉}. Below is a sequence of Support(P, {q, r}, I2), returning the
expected values.

From a computational point of view, as for [129], Support(P, Q, I) has the same
complexity as Answer(P, Q), i.e. O(|P∗|hc). Similarly to Proposition 2, it can be
shown that

Proposition 3 Support(P, Q, I) returns the set of all correct answers of P with respect
to the predicates in Q and the support sP (I) after a finite number of steps.
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We are now ready to define the top-down procedure AnswerW F(P, Q), which
computes all correct answers to a query ?Q under the approximate well-founded
semantics. We define AnswerW F(P, Q) as Answer(P, Q), except that Step 5 is
replaced with the statements

5. if (pi intensional predicate) then
5.1. Q′ : = s(pi);
5.2. I : = v;
5.3. supp : = Support(P,Q′,I);
5.4. v′ : = I⊕ supp;
5.5. �pi := eval(pi,v′(pi1), ...,v

′(piki
))

These steps correspond to the application of the AWP (I) = TP (I ⊕ sP (I)) operator
to pi. Indeed, at first we ask about all the correct answers of the predicates occurring
in the body of pi w.r.t. the support and the current interpretation I : = v (Steps
5.1 – 5.3). The variable supp holds these answers. Then we join them with I, i.e. we
compute I ⊕ sP (I) (Step 5.4), where this latter is defined pointwise: (i) v′ = v1 ⊕ v2
iff for all p, v′(p) = v1(p) ⊕ v2(p) = {〈θ, b〉 | 〈θ, b 1〉 ∈ v1(p), 〈θ, b 2〉 ∈ v2(p), b =
b 1 ⊕ b 2} (if 〈θ, bi〉 �∈ vi(p) then bi = ⊥ is assumed). Finally, we evaluate the body
of pi with respect to I ⊕ sP (I) (Step 5.5), i.e. we apply TP (I ⊕ sP (I)).

Example 11 Consider Example 5. Let us compute all correct answers to the query
q(x) w.r.t. the approximate well-founded semantics. As the interpretation I2 in
Example 5 is the well-founded model, we expect to retrieve �q = {〈a,f〉, 〈b ,t〉}.
Below is the computation of AnswerW F(P, {q}).

Therefore, AnswerW F(P, {q}) returns v(q) = {〈a,f〉, 〈b ,t〉}, as expected.

From a computational point of view, as for [129], as now for each iteration we
have a call to the support, AnswerW F(P, Q) runs in time O(|P∗|2h2c). Furthermore,
by Proposition 3, and similarly to Proposition 2, it is not difficult to show that:

Proposition 4 After a finite number of steps, AnswerW F(P, Q) returns the set of all
correct answers of P with respect to the predicates in Q and the approximate well-
founded semantics.
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5 Related work

In logic programming, the management of imperfect information has attracted the
attention of many researchers and numerous frameworks have been proposed.
Addressing all of them is almost impossible, due to both the large number of works
published in this field (early works date back to early 80-ties [124] ) and the different
approaches proposed. Essentially they differ in the underlying notion of uncertainty
theory and vagueness theory (probability theory, possibilistic logic, fuzzy logic and
multi-valued logic) and how uncertainty/vagueness values, associated to rules and
facts, are managed.

Below a list of references and the underlying imprecision and uncertainty theory
in logic programming frameworks. The list of references is by no means intended to
be all-inclusive.5

Probability theory: [4, 5, 9, 16, 27–31, 47, 54–56, 65, 67, 83–85]
[86–89, 98, 106, 110–113, 116, 117, 139, 145]

Possibilistic logic: [1–3, 14, 39, 114]
Fuzzy set theory: [6, 7, 11, 13, 15, 41, 49, 50, 52, 53, 61, 97, 107, 108, 115]

[92, 118, 123–125, 133, 137, 140–143, 146]
Multi-valued logic: [12, 17–26, 32–36]

[42–46, 51, 57–60, 63, 64, 66, 68]
[74–82, 93–96, 99–103, 103, 104]
[119–122, 126–132, 135]

Here we are dealing with vagueness, so we will not address the former two
categories. Concerning the latter two categories, while there is a large literature
related to the management of vagueness in logic programs, there are rule forms that
are general enough to cover a large amount of them.

Indeed, current frameworks for managing vagueness in logic programming can
roughly be classified into annotation based (AB) and implication based (IB).

• In the AB approach (e.g. [59, 60, 109, 110]), a rule is of the form

A : f (β1, . . . , βn) ← B1 : β1, . . . , Bn : βn

which asserts “the value of atom A is at least (or is in) f (β1, . . . , βn), whenever
the value of atom Bi is at least (or is in) βi, 1 ≤ i ≤ n”. Here f is an n-ary
computable function and βi is either a constant or a variable ranging over an
appropriate truth domain.

• In the IB approach, (e.g. [17, 23, 67, 68, 102, 137, 140] a rule is of the form

A
α← B1, ..., Bn

which says that the value associated with the implication B1 ∧ ... ∧ Bn → A is
α. Computationally, given an assignment I of values to the Bi, the value of A is
computed by taking the “conjunction” of the values I(Bi) and then somehow
“propagating” it to the rule head. The values the atoms may have are taken

5The author apologizes both to the authors and with the readers for all the relevant works, which are
not cited here.
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from a lattice. More recently, [17, 62, 68, 140] show that most of the frameworks
dealing with imprecision and logic programming can be embedded into the IB
framework. Our work falls into the IB approach.

In some cases, e.g. [68] there is also a function g, which dictates how to aggregate the
truth values in case an atom is head of several rules. So, for instance, given the rules
A ← φ1 and A ← φ2, they are roughly equivalent to A ← g(φ1, φ2) rather than to
A ← φ1 ∨ φ2, as in our case.

There are also some extensions to many-valued positive disjunctive logic pro-
grams [99, 100, 128], while [90, 128] based on an extension of stable models semantics.
However, no top-down query answering procedure is provided.

Very few works address non-monotonic reasoning, as [21, 42, 43, 71–80, 90, 99,
126, 128, 129], where the underlying truth-space are lattices, and its formulations goes
over bilattices [48], like in [21] and this work. While [74–76, 80, 126, 127] uses logic
programs or normal logic programs over bilattices directly under the IB framework.

Sorts, as used in [17, 23], can be simulated by using the join of lattices.
In most frameworks, in order to answer to a query, we have to compute the whole

intended model (e.g., by a bottom-up fixed-point computation) and then answer with
the evaluation of the query in this model. This always requires the computation of
a whole model, even if not all the atom’s truth is required to determine the answer.
some work presenting top-down procedures are [18, 60, 68, 127, 140]), but in very few
of them non-monotonic negation is considered [126, 129], as already pointed out.

Another rising problem is the problem to compute the top-k ranked answers to
a query, without computing the score of all answers. This allows to answer queries
such as “find the top-k closest hotels to the conference location”. Solutions to this
problem for negation free logic programs can be found in [91, 130, 132]. No solution
is yet known for normal logic programs.

6 Conclusions and future work

We have considered a general framework to deal with normal logic programs eval-
uated over complete lattices and with non-monotone negation. Atoms are assigned
with truth interval approximations. Our main contribution is a very general tabling-
like top-down method for answering queries.

The next step for future work is address the problem of computing the top-k
ranked answers to a query, without computing the score of all answers as we did
here. Another point is to extend our formalism to disjunctive logic programs with
default negation were the head of a rule is a disjunction. It would be interesting to
see whether our top-down query method can be extended to this general form (or at
least to disjunctive logic programs) as well.

Acknowledgements We would like to thank to the anonymous reviewers of our earlier version,
who pointed out to related work we were not aware of.
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